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Executive Summary

Build an unsupervised machine learning model to cluster documents based on the topics they talk about.

(1)

()

3)

(4)

(5)

(6)

(7)

(8)

Get the dataset
As dataset for the model are used 1585 Regulations downloaded from EC portal EUR-Lex.

Load the dataset
We build a list with all file names and its content. The list will contain tuples <FileName, FileContent>

Analysing the structure of the data
Using as reference Reg/2016/679 (GDPR) we did a Part of Speech (POS) tagging and come up that the most
used words are of type: noun, adjective, verb, and adverb.

Pre-Processing
Data are pre-processed removing stop words, words less than three characters and less informative
lemmas not in category nouns, verbs, adjectives, and adverbs.

Build the LDA model

We build the LDA model with the Dictionary and Corpus BoW.
Dictionary with all the words present in all files is created.
Bag of Words is created for each file using the dictionary.
Corpus Bag of Words is built putting all BoWs together.

MAPPER Topic-Documents
a. Prediction function - An unseen phrase is given for prediction.
i. Using the LDA model’s Dictionary, we calculate the BoW for the unseen phrase.
ii. We ask the LDA model to calculate the relation the new BoW has with each topic.
iii. A list of tuples <topicld, probability> will be returned.
iv. We rake the list by the higher probability, and we take the first element, which is the
predicted topic.
b. Mapper Topic-to-Documents
i.  We use the same logic of step 8, treating as unseen phrase the full file.
ii. The output will be the predicted topic for the given file content.
iii. We repeat the call for each file, and we add the filename to the topic predicted by the model,
building a mapper with the structure <topicld, List<fileName>>

Final prediction — An unseen phrase is given for prediction
(1) We call the prediction function of step (6)a. which gives us the predicted topic.
(2) Using the MAPPER of step (6)b, we extract the list of files associated to that topic.

Conclusion
Given a phrase we can retrieve all files talking about the same topic.
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1 Introduction

This dissertation will address the problem when we want to categorise documents by their similarity. When we
write a contract or any legal document, we may have the need to consult other similar documents created in
the past and reuse, consult or compare the content.

LEOS (Legislation Editing Open Software) is an open-source software created and distributed by the European
Commission for editing legal documents. Is shipped as a configured product and as such, can be configured for
any document’s template both in the private and public sector.

In this dissertation we are using the default configuration of LEOS for drafting legislations and the application is
connected to EUR-Lex which provides the official access to EU legal documents. EUR-Lex contains all official
publications for EU legal acts, published by the Publications Office of the EU also called the Official Journal of
European Union.

A concrete example when using LEOS for drafting a new legislation would be, while writing the phrase “Export IT
service outside EU”, the model lists all the laws similar to that topic. For example, could be Reg/2016/111 that
talks about exporting, Reg/2018/2001 which talks about funds or Reg/2016/679 which talks about privacy
(GDPR).

To achieve this goal, we are going to build an unsupervised machine learning model.
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2 Business use-case

Example of creating a Regulation in LEOS. The new Article has been added through the Table of Content located
in the left side of the screen and the content is being edited in the editor highlighted by the black square.

y LEOS

ﬁ > Legal Act

I% Proposal for a REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL new Legislation

E v0.1.1 - last edited by DEMO Demo (EE)
= (1) Recital .
Preface
* Preamble (2) Recital ..
* Enacting Terms
Article 1 - Scope 1.A process of collecting per... HAVE ADOPTED THIS REGULATION:
Article 2 - Entry into force This Regulation sh..
Signature
a (@ B I x » % [ == o B
IE QL
Article I
Scope

A process of collecting |personal information about people who want to join this
initiative should be put in place.

Article 2
Entry into force

This Regulation shall enter into foree on the [] day following that of its publication in the
Official Journal of the European Union.

This Regulation shall be binding in its entirety and directly applicable in all Member States

Done at Brussels,

For the Eurepean Parliament For the Council

The President The President

7

dirty | Date: 2021-12-21 12:32 CET

While a drafter is drafting a new article, he should know a priori old legislations talking about the same topic he
is going to write. The user opens the OJ search form and searches for the regulation REG/2016/679.

AUOrt rom the i KA 2 EUropaan Lnke

REGULATION (EL') 2016/67 OF THE EUROFEAN PARLIAMENT AND OF THE
COUNCIL

127 Apul 2016

o ement i
Production Regalatien)
(Text vl EEA rebevance)

THE EURGPEAN PARLLAMENT AND THE COUNCIL OF THE EVROPEAN UNIOX,
I i o T b e P e o U,k e
Aicle 16 oot
Versions
Fiavin egard s theproposs i the Evnopess Comminion
Save this version &
)
Import be Evtopenn Conmies’

Haring regard s e spinion o he Commiee o the Regions?
Import from the Official Journal \
Acting imaccocdance wit the omdnas lgisare svocedure’,

View Wheress:

1) The f persoanl dees is &
See user guidance fomdimernal night. Arcle §1) of the Churwe of Fomdmernal Righe of the

# See navigation pane [ o recis] (st arvces]




The user scrolls the legislation and selects the Article he wants to import or consult.

Import from the Official Journal of the European Union

Type* Year ® Nr.*

REGULATION v 2016 v 579 m

Select the element(s) from the document below to import

3. Adherence to approved codes of conduct as referred to m Article 40 or approved
certification mechanisms as referred to in Article 42 may be used as an element by which
to demonstrate compliance with the obligations of the controller.

Article 25
Data protection by design and by default

1. Taking into account the state of the art. the cost of implementation and the nature,
scope, context and purposes of processing as well as the risks of varying likelihood and
severity for rights and freedoms of natural persons posed by the processing, the controller
shall. both at the time of the determination of the means for processing and at the time of
the processing itself. implement appropriate technical and organisational measures. such as
pseudonymisation. which are designed to implement data-protection principles. such as
data mimimisation, in an effective manner and to integrate the necessary safeguards into
the processing in order to meet the requirements of this Regulation and protect the rights
of data subjects.

2. The controller shall mplement appropriate technical and organisational measures
for ensuring that, by default. only personal data which are necessary for each specific
purpose of the processing are processed. That obligation applies to the amount of personal
data collected, the extent of their processing, the period of their storage and their
accessibility. In particular, such measures shall ensure that by default personal data are not
made accessible without the individual's intervention to an indefinite number of natvral
persons.

3. An approved certification mechanism pursuant to Article 42 may be used as an
element to demonstrate compliance with the requirements set out in paragraphs 1 and 2 of
this Article.

Article 26

Joint controllers

[Select all re[itals] [Sele(t all arti(les] Element(s) selected: 1

-

First observation is that the user should know a priori all legislations talking about the same topic, Privacy.

Would be ideal if while writing the phrase “A process of collecting personal information about the people who

want to join the initiative should be put in place” the system understands that we are talking about Privacy, so
lists all the legislations present in OJ talking about Privacy. The user can choose GDPR legislation REG/2013/679

or any less ranked document.
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3 Problem description

To solve this problem, we will use Natural Language Processing (NPL) and the Latent Dirichlet Allocation (LDA)
technique to cluster documents by the topics they talk about and find similarities between them. Also, we need
a way to go back from a topic to the document and for this we are going to use a map which relates a topic with
a list of documents talking about that topic.

3.1 LDA - Latent Dirichlet Allocation

LDA (Latent Dirichlet Allocation) is an unsupervised machine-learning model that takes documents as input and
finds topics as output. The model also says in what percentage each document talks about each topic.

Topics allocation to
Documents Creation of topics documents

weight  words

Topic 1 3% flower 80% mTopicl ®Topic2 ®=Topic3 Topic 4
2% rose
D 1% plant 60%
-I B

Topic 2 2% company
1% wage 20%
1% employee

—
F

Document 5 r

Document 1
Document 2
Document 3
Document 4

In LDA each document is a distribution of topics, and each topic is a distribution of words.

Topic proportions and
assignments

Seeking Life’s Bare (Genetic) Necessities W :
RING HA EW YORK-
¥ do n [t

1l

Documents

* Genome Mapping and Sequanc- —
ing, Cold Spring Harbor, New York Stripping down. Camputor analyss yields an esti-
May 810 12 mate of the minimum modern and ancient genomes

SCIENCE o VOL 272 * 24 MAY 199

L

e  Each topic is a distribution over words
e Each document is a mixture of corpus-wide topics
e  Each word is drawn from one of those topics

LID VAN




4 Methodology and result

4.1 Dataset

For simplicity all legislations/laws are downloaded in local, and each law is present in a different file. During the
download from EUR-Lex, the file is converted in XML AkomaNtoso standard which is the standard used from
LEOS. For this purpose, is used the open-source application eur-lex-official-journal-sparql created as part of this
analysis.

4.1.1 Understanding the dataset

The data set will be a local folder containing 1.585 regulations of the last 6 years.

Year Nr of Regulations
2016 301
2017 284
2018 278
2019 243
2020 207
2021 272




4.1.2 Analysing a single Legislation

Let’s see the Part-of-speech tagging for GDPR regulation.

POS frequency
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The plot shows the most POS used are: "NOUN", "ADJ", "VERB", "ADV".

This info can be used during the Lemmatization of the document content to reduce dimensionality of the
dictionary for topic modelling.

Choosing what POS to keep or remove depends on the use case under analysis. In the legal environment

numbers can be important as they may refer to other legislations, example reg/2020/1503. In our case we
decided to keep the NUM but remove lemmas long only 1 character.

Another technique can be used to further reduce the dimensionality of the dictionary by counting all the

lemmas present in the document and using the quartile exclude the ones that do not appear frequently. This is
not in the implementation.
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4.2 Pre-processing the data

The following steps are applied for cleaning the data before their usage.

o  Xml files containing regulations are read from the filesystem and with the usage of the python library
xml.etree.ElementTree xml tags are removed, and the clean content is kept in memory for processing.
A single document containing a regulation, is represented by a big string containing all the content as a
single phrase.
Stop words are removed.
Words less than three characters are removed.
Less informative lemmas, not in category nouns, verbs, adjectives, and adverbs are removed.

We decided to not apply the following steps:

o We could further reduce the dimensionality of the dictionary by removing words which have low
frequency and very high frequency using the quantile but has been decided to not do so for the sake of
time.

o Lemmas representing numbers are kept since can be relevant in regulations context.
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4.3 Building the model

4.3.1 High Level overview

(1)
(2)
(3)
(4)

(5)
(6)
(7)

(8)

(9)

A list with all file names and its content is built. The list will contain tuples <FileName, FileContent>
The content is cleaned from xml tags and pre-processed.
Dictionary with all the words present in all files is created.
Bag of Words is created for each file using the dictionary. A BoW is a list of tuples <tokenld, tokenCount>,
expressing how many times a word is present in other documents.
Corpus Bag of Words is built putting all BoWs together.
LDA model with the Dictionary and Corpus BoW is built.
The topics calculated by the LDA model are printed. Each topic is a set of words followed by a probability.
Distribution of topics and their words is also visualized in a chart.
Prediction function - An unseen phrase is given for prediction.
a. Using the LDA model’s Dictionary, we calculate the BoW for the unseen phrase.
b. We ask the LDA model to calculate the relation the new BoW has with each topic.
c. Alist of tuples <topicld, probability> will be returned.
d. We rank the list by the higher probability, and we take the first element, which is the predicted
topic.
MAPPER Topic — List of Documents — All files are given for prediction
a. We use the same logic of step 8, treating as unseen phrase the full file.
b. The output will be the predicted topic for the given file content.
c. We repeat the call for each file, and we add the filename to the topic predicted by the model,
building a mapper with the structure <topicld, List<fileName>>

(10) Final prediction — An unseen phrase is given for prediction

a. We call the logic of step 8 which gives us the predicted topic.
b. Using the MAPPER built in step 9, we extract the list of files associated to that topic.

4.3.2 Stepsillustrated with some code

(1)

(2)

Load all documents from filesystem, cleans the xml tags, lemmatize the content, and create the array

“documents” as follows:

Build LdaModel with the following data:

- documents_words List with list of words present in each document. All campus words

- id2word - Dictionary with all the corpus words present in all files.

ASSOCIATIE
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- bow_corpus List with corpus BoWs. A BoW is a list of tuples <tokenld, tokenCount>, expressing how
many times a word is present in other documents.
- Ida_model - The LDA model will calculate and build the list of topics present in all documents.

(3) Prediction function - An unseen phrase is given for prediction

Using the LDA model’s Dictionary, we calculate the BoW for the unseen phrase.

We ask the LDA model to calculate the relation the new BoW has with each topic.

A list of tuples <topicld, probability> will be returned.

We rake the list by the higher probability, and we take the first element, which is the predicted topic.

o 0 T w

(4) MAPPER Topic - List of Documents — All files are given for prediction.
We treat the full file as an unseen phrase, and we predict the file’s topic using the prediction function of
step 3. We repeat the process for each file adding its filename to the predicted topic, building a
topic_to_document mapper:

The mapper will have the following structure:

(5) Final Prediction — An unseen phrase is given for prediction

[
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4.3.3 Dictionary class

Dictionary create a mapping between words and their integers ids.
Some Dictionary useful methods:
e Dictionary(documents): List of documents
e token2id(token): given a token, return its id.
e cfs(tokenld): Collection frequencies. How many instances of this token are contained in the documents.
e dfs(tokenld): Document frequencies. How many documents contain this token.
e docToBow(phrase): Creates bag-of-words for the given phrase. A BoW is a list of tuples<token_id,
token_count> expressing how many times a word is present in other documents. Example:

corpus [0] [0:20] : [(0, 1), (1, 1), (2, 3), (3, 7),.

- Word with id 0, found 1 time in the document
- Word with ID 1, found 1 time in the document
- Word with ID 2, found 3 time in the document
- Word with ID 3, found 7 time in the document

4.3.4 LDAModel class

This module allows both LDA model estimation from a training corpus and inference of topic distribution on
new, unseen documents. The model can also be updated with new documents for online training.

e corpus (iterable of list of (int, float), optional) — Stream of document vectors or sparse matrix of shape
(num_documents, num_terms). If you have a CSC in-memory matrix, you can convert it to a streamed
corpus with the help of gensim.matutils.Sparse2Corpus. If not given, the model is left untrained
(presumably because you want to call update() manually).

e num_topics (int, optional) — The number of requested latent topics to be extracted from the training
corpus.

e id2word ({dict of (int, str), gensim.corpora.dictionary.Dictionary}) — Mapping from word IDs to words. It
is used to determine the vocabulary size, as well as for debugging and topic printing.
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4.4 Topics distribution

Using pyLDAvis.gensim_models we can see the distributions of 20 topics for legislations of the year 2016.

Selected Topic: Dl Previous Topic | ‘ Next Topic ‘ | Clear Topic | Slide to adjust relevance metric:@
A=1 00 02 04 05 08 10

Top-30 Most Relevant Terms for Topic 8 (6.3% of tokens)

Intertopic Distance Map (via multidimensional scaling)
2,500 3,000 3,500

0 500 1,000 1,500 2,000

PC2
. dature [
" persons |
oressing I
suriect I

d authority |
H supervisory [N
~ controtier [N
protection [N

[ ‘ 7 s right [
a3 purpose [
: processor [
1 process [
refer [N
2 information [N
PC1 provide IR
* person [
] reguiation [
10 particulzr [
data [
incluge [
paragraph [
pursuant [
1av [
concern (I
13 natural [
7 2 public [
19 interest [
transfer [l
necessary [l
body [l

Gverall term frequency
I Estimated term frequency within the selected topic

2%
1. saliency(term w) = frequency(w) * [sum_t p(t | w) * log(p(t | wiip(D)] for topics t. see Chuang et. al (2012)
2. relevanceiterm w | topic t) = A = p(w |1} = (1 - 4) * piw | 1/p{w); see Sievert & Shirley (2014)

Marginal topic distribution
5%

Topic 8 in the image is the one talking about “datum”, “personal”, “processing”, “subject”, “authority”,

“supervisory”, etc. Pretty like Privacy topic, so GDPR.
The word “datum” has been found around 2.750 (in light blue) times in all documents and 1.750 (in red) times is

related to this topic.

An index for model accuracy is to observe the intersection of the circles (topics). If the topics are too much over
each other’s means, topics share a lot of shared words so the prediction will not be accurate enough.
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5 Conclusion and recommendations

First conclusion we have is that our trained model is able to predict the topic that an unseen phrase is talking
about. Also, the model can extract the list of documents talking about the same topic.

Build a more accurate model

During this implementation we understood this is not the most accurate approach because we are associating
only one topic to a regulation, but often regulations talk about different topics. Rather than choosing the most
ranked topic for a document, and for the unseen phrase, would be better if we build a matrix with the
probabilities as follow:

Document nr. 8 Topic 0B Topic 1 Topic 2Ed Topic 2 B8l Topic 4 Topic 54 Topic 6B Topic7 B Topic 3 Topic9k3
Document 1

Document 2 0,007 0,201
Document 3 0,002 0,001
Document 4 0,007 0,007
Document 5 0,101 0,007
Document 6 0,012 0,104

|Unseen Phrase 0,105 0,005|

This way we know that our unseen phrase is talking about 3 different topics: Topic2, Topic5 and Topic7 and
when it’s time to extract, we extract Document 4 and 5 for Topic2; Document 1 and 2 for Topic5; and Document
2 for Topic7. For time limitation this solution is not implemented.

Topics accuracy

Fine-tuning LDA is not an easy task. Number of topics are set manually so you need to see all topics to know if
your model makes sense or not. Testing different pre-processing methods interactively for improving the topics
can be done. For this analysis the number of latent topics is set to 20 but this also can be fine-tuned
interactively.
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5.1 Machine learning model solving the business use-case

All started with finding a “smart way” to extract documents while drafting legislation, or any type of legal
document, in LEOS.

The machine-learning model we built can be considered a first version for solving this use-case. Later can be
improved and re-trained with more data.

For European Commission usage, or any agency that drafts legislations, the ideal would be to train the model
with all the regulations present in the Official Journal since year 1953.

Nevertheless, LEOS is not used only by the European Commission. As an open source and fully configurable, it
can serve different business cases. Courts, Statal Agencies, or any other institutions which handle legal
documents can use LEOS. In this case the machine learning model should be trained with their data of interest.
Example in case of a Court, the model will be trained with old sentences and/or laws.

Also, any private sector who handles legal documents can use LEOS. A case could be a Renewable Energy
Company which handles a lot of contracts. In this case the machine learning model will be trained with old
contracts. In case the company is interested in the international laws, only that specific category of laws will be
extracted from EUR-Lex for training the model.

From the LEOS application screen, while the user is drafting the document, after he inserts a reasonable number
of words, the system will call the model and will list in the screen the predicted legislations. This process should
be fired each time a new word/phrase is added in the editor because the semantic context can change, hence
the topic to be extracted.
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